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LINKAGE BETWEEN PIECEWISE CONSTANT MUMFORD-SHAH
MODEL AND ROF MODEL AND ITS VIRTUE IN IMAGE
SEGMENTATION

XIAOHAO CAT*, RAYMOND CHAN', CAROLA-BIBIANE SCHONLIEB!, GABRIELE
STEIDLS, AND TIEYONG ZENGY

Abstract. The piecewise constant Mumford-Shah (PCMS) model and the Rudin-Osher-Fatemi
(ROF) model are two important variational models in image segmentation and image restoration,
respectively. In this paper, we explore a linkage between these models. We prove that for the two-
phase segmentation problem a partial minimizer of the PCMS model can be obtained by thresholding
the minimizer of the ROF model. A similar linkage is still valid for multiphase segmentation under
specific assumptions. Thus it opens a new segmentation paradigm: image segmentation can be
done via image restoration plus thresholding. This new paradigm, which circumvents the innate
non-convex property of the PCMS model, therefore improves the segmentation performance in both
efficiency (much faster than state-of-the-art methods based on PCMS model, particularly when
the phase number is high) and effectiveness (producing segmentation results with better quality)
due to the flexibility of the ROF model in tackling degraded images, such as noisy images, blurry
images or images with information loss. As a by-product of the new paradigm, we derive a novel
segmentation method, called thresholded-ROF (T-ROF) method, to illustrate the virtue of managing
image segmentation through image restoration techniques. The convergence of the T-ROF method
is proved, and elaborate experimental results and comparisons are presented.

Key words. Image segmentation, image restoration, Mumford-Shah model, piecewise constant
Mumford-Shah model, Chan-Vese model, total variation ROF model, thresholding.

1. Introduction. Image segmentation aims to group parts of a given image
with similar characteristics together, while image restoration intends to remove image
degradations such as noise, blur or occlusions. The piecewise constant Mumford-
Shah (PCMS) model (nonconvex, a special case of the Mumford-Shah model [33])
and the Rudin-Osher-Fatemi (ROF) model (convex, [37]) are two of the most famous
variational models in the research areas of image segmentation and restoration, respec-
tively. Following earlier works e.g. [33] B7], in this paper, we show a linkage between
the PCMS and ROF models, which gives rise to a new image segmentation paradigm:
manipulating image segmentation through image restoration plus thresholding.

Let us first recall the PCMS and ROF models. Throughout this paper, let  C R?2
be a bounded, open set with Lipschitz boundary, and f : @ — [0,1] be a given
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(degraded) image. In 1989 Mumford and Shah [33] proposed solving segmentation
problems by minimizing over I' C Q and u € H*(\I') the energy functional

Fas (4, T Q) :Hl(r)+x/ |Vu|2dx+/\/(u—f)2d:c, NoAs0,  (L1)
o\r Q

where ! denotes the one-dimensional Hausdorff measure in R%2. The functional
Eyg contains three terms: the penalty term on the length of I', the H' semi-norm
that enforces the smoothness of u in Q\I', and the data fidelity term controlling the
distance of u to the given image f. Related approaches in a spatially discrete setting
were proposed in [0 27]. An early attempt to solve the challenging task of finding a
minimizer of the non-convex and non-smooth Mumford-Shah functional was done
by approximating it using a sequence of simpler elliptic problems, see [3] for the so-
called Ambrosio-Tortorelli approximation. Many approaches to simplify model
were meanwhile proposed in the literature, for example, in [36], a convex relaxation of
the model was suggested. Another important simplification is to restrict its solution
to be piecewise constant, which leads to the so-called PCMS model.

PCMS model. This model is based on the restriction Vu = 0 on Q\I', which
results in

EPCMS(U; F; Q) = HI(F) + A /Q(u - f)zdsc (12)

Assuming that Q = Ufigl ), with pairwise disjoint sets {2; and constant functions
u(z) =m; on Q;,1=0,... K —1, model (1.2)) can be rewritten as

EPCMS Q m Z Per Ql,Q +)\ Z/ X, (13)

where Q := {Q;}X 1, m = {m;} X!, and Per(€;; Q) denotes the perimeter of €; in
Q. If the number of phases is two, i.e. K = 2, the PCMS model is the model of the
active contours without edges (Chan—Vese model) [25],

ECV(Ql,mO,ml):Per(Ql;Q)—i-)\(/Q (ml—f)QdQH—/Q (mo—f)2dx>. (1.4)

\ Q21

In [25] the authors proposed to solve , where it can easily get stuck in local
minima. To overcome this drawback, a convex relaxation approach was proposed in
[23]. More precisely, it was shown that a global minimizer of Ecvy (-, mg, m1) for fixed
mg, my can be found by solving

i = argmin {TV(U) + )\/Q ((mo — £)* — (m1 — f)Q)udx}, (1.5)

u€BV ()

and setting Q1 := {x € Q : a(x) > p} for any choice of p € [0,1), see also [7, 1I]. Note
that the first term of is known as the total variation (TV) and the space BV is
the space of functions of bounded variation, see Section 2 for the definition. In other
words, is a tight relaxation of the Chan-Vese model with fixed mg and m;. For
the convex formulation of the full model (L.4)), see [12].

There are many other approaches for two-phase image segmentation based on the
Chan-Vese model and its convex version, see e.g. [4I] M1l 26, [6]. In particular, a
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hybrid level set method was proposed in [41], which replaces the first term of by
a boundary feature map and the data fidelity terms in by the difference between
the given image f and a fixed threshold chosen by a user or a specialist. Method [41]
was used in medical image segmentation. However, since every time it needs the user
to choose a proper threshold for its model, it is not automatic and thus its applications
are restricted. In [I1], the TV term of was replaced by a weighted TV term
which helps the new model to capture much more important geometric properties. In
[26], the TV term of was replaced by a wavelet frame decomposition operator
which, similar to the model in [IT], can also capture important geometric properties.
Nevertheless, for its solution u, no similar conclusions as the ones in [23] can be
addressed; that is, there is no theory to support that its segmentation result ; =
{z : u(x) > p} for p € [0,1) is a solution as to some kind of objective functional. In
[6], the Chan-Vese model was extended for 3D biopores segmentation in tomographic
images.

In [38], Chan and Vese proposed a multiphase segmentation model based on the
PCMS model using level sets. However, this method can also get stuck easily in
local minima. Convex (non-tight) relaxation approaches for the PCMS model were
proposed, which are basically focusing on solving

K-—1 K-—1 K—1
i Vu;|dz + A i — Pudx b, st ,=1. (1.6
mi,g:g%o,l]{;/g| wildx + ;/ﬂ(m f)u x} s ;u (1.6)

For more details along this line, refer e.g. to [5], 13| 16, BT, B2] B35, B9, [40] and the
references therein. We are interested in a relation between the PCMS model and the
ROF model for image restoration which we introduce next.

ROF model. In 1992, Rudin, Osher and Fatemi [37] proposed the variational
model

min {TV(u) + E/Q (u— f)2dx}, 1> 0. (1.7)

u€BV () 2

which has been studied extensively in the literature, see e.g. [19, 20} 24] and references
therein.

Actually, a subtle connection between image segmentation and image restoration
has been raised in [I5]. In detail, a two-stage image segmentation method is proposed
— smoothing and thresholding (SaT) method — which finds the solution of a convex
variant of the Mumford-Shah model in the first stage followed by a thresholding step in
the second one. The convex minimization functional in the first stage (the smoothing
stage) is the ROF functional plus an additional smoothing term |, |Vu|? dz. The
SaT method is very efficient and flexible: it performs excellently for degraded images
(e.g. noisy and blurry images and images with information loss); the minimizer from
the first stage is unique; and one can change the number of phases K without solving
the minimization functional again. The success of the SaT method indicates a new
methodology for image segmentation: first smoothing and then thresholding. This
approach was extended in [22] for images corrupted by Poisson and Gamma noises,
and in [14] to degraded color images.

Our contribution. In this paper we highlight a relationship between the PCMS
model and the ROF model . We prove that thresholding the minimizer of
the ROF model leads to a partial minimizer (cf. definition (3.11)) of the PCMS model
when K = 2 (Chan-Vese model )7 which remains true under specific assumptions
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when K > 2. This linkage between the PCMS model and the ROF model validates the
effectiveness of our proposed SaT method in [I5] for image segmentation. Due to the
significance of the PCMS model and ROF model, respectively in image segmentation
and image restoration, this linkage bridges to some extent these two research areas
and might serve as a motivation to improve and design better methods. A direct
benefit is a new efficient segmentation method — thresholded-ROF (T-ROF) method
— proposed in this paper. The T-ROF method exactly follows the new paradigm
to perform image segmentation through image restoration plus iterative thresholding,
where these thresholds are selected automatically following certain rules. This appears
to be more sophisticated than the SaT method [I5] which is based on K-means. We
emphasize that we just need to solve the ROF model once, and our method gives
optimal segmentation results akin to the PCMS model. We prove the convergence of
our T-ROF method regarding thresholds automatic selection.

On the one hand, the T-ROF method can be regarded as a special case of our
proposed SaT method. However, it is directly obtained from the linkage between the
PCMS model and the ROF model discovered in this paper and thus is more theoret-
ically justified. Moreover, the strategy of choosing the thresholds automatically and
optimally in the T-ROF method is not covered in the SaT method in [I5]. The strat-
egy makes our T-ROF method more effective particularly for degraded images whose
phases have close intensities. On the other hand, the T-ROF method inherits the ad-
vantages of the SaT method — fast speed and computational cost independent of the
required number of phases K. In contrast, methods solving the PCMS model become
computational demanding as the required number of phases increases. Numerical ex-
periments and detailed comparisons to the start-of-the-art methods are presented to
demonstrate the great performance of the proposed T-ROF method. Partial results
of this paper have been presented in the conference paper [17].

The paper is organized as follows. In Section [2] we introduce the basic notation.
The linkage between the PCMS and ROF models is presented in Section[3] In Section
we present our T-ROF model and provide an algorithm to solve it together with
its convergence analysis. In Section [5) we demonstrate the performance of our T-
ROF method on various synthetic and real-world images and compare it with the
representative related segmentation methods [32, B3], 39, [30, 15]. Conclusions are
given in Section [6]

2. Basic Notation. We briefly introduce the basic notation which will be used
in the followings, see |2 [4] for more details. By BV () we denote the space of functions
of bounded variation defined on €, i.e., the Banach space of functions u :  — [0, 1]
with finite norm [jul|py := |Jul|z1() + TV (u), where

TV (u) := sup {/ u(z)divpdz : ¢ € CHQ,R?), |l¢loc < 1}
Q

The distributional first order derivative Du of w is a vector-valued Radon measure
having total mass |Du|(Q) = [, |Duldz = TV (u). In particular, we have for u €
WH1(Q) that Du = Vu € L'(£2) so that in this case TV (u) = [, |Vu| dz.

A “set” is understood as a Lebesgue measurable set in RQQ7 where we mainly
consider equivalence classes of sets which are equal up to Lebesgue measure zero. By
|A| we denote the Lebesgue measure of a set A. For a Lebesgue measurable set A C Q,

the perimeter of A in Q is defined by

Per(A4; Q) :=TV(xa),
4



where x4 is the characteristic function of A. Hence A is of finite perimeter if its
characteristic function has finite bounded total variation. If A has a C' boundary,
then Per(A; Q) coincides with H1(0AN Q). For A, B C Q the relation

Per(A U B; Q) + Per(A N B; Q) < Per(A4;Q) + Per(B; Q) (2.1)

holds true. We will also use the notation Per(A4; Q) for non open set fl, in the sense
Per(A; Q) = Per(A4;int(2)), where int(£2) denotes the interior of 2. We define the
mean of f on A C R? by

e dx, if [A] >0
A = |A| fA f ’ )
mean; (4) { 0, otherwise.
3. Linkages. We first propose our T-ROF model, and then use it to derive a
linkage between the PCMS and ROF models using the T-ROF model.

3.1. Thresholded-ROF (T-ROF) Model. To motivate our T-ROF model,
we start by considering for fixed 7 € (0, l)El, the minimization of

E(X,7):=Per(%;Q) + /J,-/Z(T — f)dx. (3.1

The following proposition gives a way to solve it.
PROPOSITION 3.1. For any fized 7 € (0,1), the minimizer X, of E(-,7) in (3.1)
can be found by solving the convex minimization problem

= uaergrél(ig){TV(u) + /L/Q(T -0 udx} (3.2)

and then setting ¥ = {x € Q : a(x) > p} for any p € [0,1).

For a proof of the proposition, we refer to Proposition 2.1 in the review paper [20],
where the proof uses the same ideas as in [7, B4]. The functional is convex and
it is well known that there exists a global minimizer. Hence the proposition ensures
the existence of a global minimizer of (3.1)). Moreover, based on the following Lemma
from [T, Lemma 4i)] and a smoothness argument, an explanation that the minimizing
set X, is unique was given in [20].

LEMMA 3.2. For fired 0 < 11 < 19 < 1, let 3¥; = X, be minimizers of ,
i=1,2. Then |X2\X1| = 0 is fulfilled, i.e., ¥1 D Yo up to a measure zero set.

The following proposition gives another way of solving via the ROF function.
For the proof see [20, Proposition 2.6].

PROPOSITION 3.3. The set ¥ := {z € Q : u(x) > 7} solves E(-;7) in (3.1) for
every T € (0,1) if and only if the function u € BV () solves the ROF mod,

i.e.,

min {TV(u) + g/ﬂ (u— f)2dm}, u>0. (3.3)

uEBV(Q)

!Note that E(@,7) = 0 and E(Q,7) = p [o(7 — f)dz. Since f maps into [0,1], the global
minimizer of E(-,7) for fixed 7 < 0 is © and for fixed 7 > 1 is . Therefore we restrict our attention
to 7 € (0,1).
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Using Lemma after minimizing (3.1) for 0 < 7 < 7 < -+ < 71 < 1, we
have for the corresponding sets

MDY 2%, D+ DYk 20. (3.4)
Setting Yo := Q and X := ), we see that the sets
Qi = Ei\ziqu» iZO,...7K—1 (35)

are pairwise disjoint and fulfill Ufigl Q;, = Q.
Let = {N15 0 7= {5y (<75 < j), and

K-1
E(X,T) = Z (Per(Ei;Q) —|—,u/2.(7',- ) dz), > 0. (3.6)

Our T-ROF (thresholded-ROF) model aims to find a pair (3%, 7*) fulfilling the two
conditions

E(Z*, 7)< E(Z, %) forall T cQf 1 (3.7)
and
R o
7; :i(mi_l—ﬁ—mi), i=1,...,K—1, (3.8)
where
my = meany(07), Q :=37\X7,, X7:=Q, X} :=0. (3.9)

Since &(+, ) in is separable in each i and, for each i, it is precisely of the form
of (3.1), a minimizer of £(-,7*) in for some fixed 7* can be found easily by
componentwise minimization for each 7 using Proposition i.e., thresholding the
minimizer of the ROF model with 7*. However, finding a pair of (¥X*,7*)
satisfying as well as the condition is not straightforward. In Section 4] we
will propose an efficient way to address the solution of the T-ROF model that
satisfies the condition (3.8). Once we have obtained (X%, 7*), the desired segmentation
for the given image f is then given by 27, ¢ =0,..., K — 1. Finally, note that finding
a pair (3, 7*) which solves the T-ROF model differs from solving

1
rginé'(E,T), subject to T; = g(mi,l +m;), i=1,...,K—1, (3.10)
T

since we do not minimize over all feasible 7. For an example see Remark 1 in [I7].

3.2. Linkage of PCMS and ROF Models. Recall that (X*,m*) is a partial

minimizer of some objective function E if
E(Z*,m")
E(X*,m*)

We see immediately that a partial minimizer Q* = {Q:}X 1, m* = {mf}/<;! of the
PCMS model (1.3) has to fulfill

m), for all feasible m,

’ ) (3.11)
m*), for all feasible X.

E(z*
E(X%,

(=

IN A

m; =meany (), ¢=0,..., K -1 (3.12)
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Fic. 3.1.  Function with a partial minimizer (0,0) which is not a local minimizer (function
(z,y) = Re((z +iy)*) = 2 — 6(xy) +y*).

We note that if F is differentiable on its domain, then every partial minimizer con-
tained in the interior of the domain is stationary, see e.g. [29]. Note also that a partial
minimizer must not be a local minimizer and conversely, see Fig. (3.1

Case K = 2. We first give the relationship between our T-ROF model and the
PCMS model for K = 2, and then use it to derive the relationship between the ROF
and PCMS models.

THEOREM 3.4. (Relation between T-ROF and PCMS models for K = 2) For
K =2, let (S},77) with 0 < |} < |Q| be a solution of the T-ROF model (3.7)-
(13.8). Then ( T,m;‘;,m}‘) is a partial minimizer of the PCMS model with the
parameter \ 1= m

Proof. Since (2%, 77) < £(0, ) = 0, we conclude fz;(Tl* — f)dz < 0 which
implies that 77" < meany(X}) = mj. Similarly, since £(X7,77) < E(Q, 1), we see
that

0 < Per(X7;Q) < u/ (i = f)dx
Q\Z1
and consequently m{ = mean(Q\X3) < 7. Therefore m§ < mj.
Clearly, the set X is also a minimizer of £(-,77) + C with the constant C' :=
A [ (mg — f)? dz. Setting 75 := "F™ we obtain

S(Z,Tf)—i—C:Per(E;Q)—l-,u/(Tl* —fldz+C
2

. M * 2 * 2
:Per(E,Q)—i—MmS)/E[(ml_f) —(mg — f) ]dm—l—C

= Per(3; Q) + A (/E(m’{ — f)dz + /Q\E(ma — f)2dx> . (3.13)

By the definition of m;, i = 0,1 and we get the assertion. O

REMARK 3.5. Since f € [0,1], we have 0 < mi —m§ < 1. The parameter \ =
W in the Chan-Vese model 1s larger than p and increases dramatically
if (m5 —mg) becomes smaller. Hence, this X is adapted to the difference between mj
and mg and penalizes the data term more in the Chan-Vese model if this difference
becomes smaller. We now know that when (mj — mg) is very small, X used in the
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Chan-Vese model should be large; however, in practice, to solve the Chan-Vese model,
A is given beforehand with no knowledge about this kind of information. It is therefore
very hard if not impossible for the Chan-Vese model to be given a good value of A
to obtain a high quality segmentation result. In contrast, it is much easier for our
T-ROF model to get good results by just tuning the threshold T1 (automatically, see
Section , no matter how large or small the difference between m; and m§ is.

Next we give the relationship between the ROF model and the PCMS model for
K =2.

THEOREM 3.6. (Relation between ROF and PCMS models for K = 2) Let
K =2 and u* € BV () solve the ROF model ( . For given 0 <mg <my <1, let
Yi={recQ:ut(z)> mitmel fulfill 0 < I3 < |Q|. Then % is a minimizer of the
PCMS model for X := s—E— and fized mg, m1. In particular, (X, mo, my) is

2(m1—myo) _ C
a partial minimizer of (1.4) if mo = meany(Q\X) and m; = meany(3).
Proof. Following (3.13]), we have for all mg < my, A = 5—2— and ¥ C Q that

2(m17mo)

mq +m0

X
£, ™

)+ )\/ (mo — f)*dz = Ecv (2, mo, my). (3.14)
Q

By Proposition [3.3) & minimizes 5( W) and hence also Ecvy (-, mg,my). If mg =

mean ¢ (Q\X) and 7hy = mean(Y), then 0 < g < 7, (cf. the first part of the proof

of Theorem |3 , and by - they minimize Ecv(%,-,-). O

Case K > 2. Now we consider K > 2. For ¥ in (34) and {Q;}5,! in (3.5), we
know ©Q; U---UQg_1 = %, so that

K-1 K-1
Z Per(Q;U---UQk_1;9Q) = Z Per(3;; Q).
i=0 i=0

If int(X;) D ¥;11, that is the closure of set ;4 is inside the interior of ¥; and
therefore 9%; N 9% 1 = 0, then

K-1
Z Per(Q; U - UQkg_1;Q Z Per(%;; Q) = Z Per(Q;; Q). (3.15)
i=0

We consider the following variant (extension) of the PCMS model ([1.3)

K—1
mln { Z Per(Q; U---UQxk_1;Q) + Z ﬂl/ (m; — f)Zd:E}, (3.16)
i=0 2

Qi,m;

where fi; > 0 are regularization parameters. Let us call model the PCMS-V
model. The relationship between the T-ROF model f and the PCMS-V
model is given in the following Theorem

THEOREM 3.7. (Relatlon between the T-ROF and PCMS-V models for K > 2)
For K > 2, let ({E* YTy ) be a solution of the T-ROF model (3.7)-(3-8)
with mi <mj,,,i= O7 K 1 Then (L Ami YL Y) is a partial minimizer
of the PCMS-V model with reqularization parameters defined as

2 ;| =
2(mi—mg)’ 1=0,
fi = 2(m2‘fm;‘,1) + 2(mf+f*mf)’ i=L...,K-2, (3.17)
B__ 1=K -1,

2(my_1—my_5)’



where {QYE5Y is obtained by (B.5) with {X AT
Proof. When minimizing £(3, 7*) (3.6) with respect to X, i.e.,

r%in {Per(Ei7Q) + u/ (17 — f)dac}7 i=1,...,K -1, (3.18)

3

it is clear that finding ¥7 is independent with finding ¥ for j # 4. Hence, X7,..., X7 4,
¥ 1,y X%_1 can be regarded as fixed when finding ¥7. Note that, we also have
Y1 DX D D X%, using Lemma From Theorem [3.4] we know the minimizer
of for each 7 is a partial minimizer of

(mi-1 — f)%da) },
(3.19)

min {Per(Ei;Q)—i— M</2i(mi —f)de+/

Zimi—1,m; Q(mj - m;‘—l) O\Z;
which is equivalent to

min {Per(Qi Ui U---UQk_1;9Q)

Qiymi—1,m;
1% (/
+ * *
2(m; —mi_1) \Jq,

i

(ms — Pda+ [

Qi1

(mi_1 — f)Zda:) } (3.20)

The proof is completed by summing up the above objective functions for all i =
1,...,K—1.0

REMARK 3.8. Note that for the standard PCMS model in , the regularization
parameter u is fized. In contrast, its variation PCMS-V model in derived from
our T-ROF model has more flexible regularization parameters. This kind of re-
setting for reqularization parameters will avail the PCMS-V model (and our T-ROF
method which is given in the next section) for multiphase segmentation particularly
for images containing phases with close intensities. We demonstrate this fact in ex-
perimental results later.

In summary, we conclude that, when K = 2, the T-ROF model gives a seg-
mentation result of the PCMS model for fixed A and m;,¢ = 0,1 using the way of
defining A in Theorem [3.6] and vice versa. When K > 2, Theorem tells us that, if
0¥;NoY; 1 =0,i=1,...,K—1, then the T-ROF model gives a segmentation result
of the PCMS model with u redefined as in ; otherwise, only an approximation
to the PCMS model can be achieved by the T-ROF model. It is worth mentioning
that the case of 0%X; N9X;11 # 0 is due to jumps in the ROF solution, which are a
subset of the jumps of the original image f, see |20, Theorem 5] for more details.

Even though the equivalence between the PCMS model and the T-ROF model
cannot hold anymore when K > 2 and 9%; N 0%,11 # 0, the way of quantifying,
reducing and/or finally overcoming the gap between them will be of great interest
for future research. Note, importantly, that the lack of equivalence for K > 2 does
not mean that the T-ROF model performs poorer than the PCMS model. In the
experimental results, we will show that in some cases the T-ROF method is actually
much better than the state-of-the-art methods based on the PCMS model.

4. T-ROF Algorithm and Its Convergence. Proposition [3.3] implies that
we can obtain a minimizer ¥ of £(-,7) in by minimizing the ROF functional
and subsequently thresholding the minimizing function by ;, ¢ = 1,..., K — 1. This
method is particularly efficient since the minimizer of the ROF functional remains
the same and thus just need to be solved once when we apply various thresholds 7(*).
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Here, at iteration k, when we have (2(®) 7(®)) we use the following rule to obtain
(k+1).
T :

1
mz(-k) = meany (E(k)\EZ_H) i(kH) =3 ( Ek)l + m(k)) ,i=1,..., K -1, (4.1)

(k)

where we assume the ordering 0 < 777/ < --- < T}Ql <1 and

1= B >0, i=0. K1 (+2)

We abbreviate the rule in (4.1) by
T = (xR, (4.3)

REMARK 4.1. If the above criterion is not satisfied at step k, for example
|Q(k)| =0,i¢€{0,...,K — 1}, then we remove Ti(k) from the threshold sequence
{r, k)}l 1, which wzll not affect much of the segmentation result practically when not
considering measure zero set. A new threshold sequence {Ti(k)}fi_ll,f( < K can be
formed which is considered in (4.2)) now.

For a set 0 C Q and Q D X # 0, where X is the minimizer of Eq(-,7) in (1),
we want that segmenting Q into ¥ and Q\E does not produce a worse segmentation
result than the naive segmentation on into the set itself and an empty set. In other
words, we require

Eq(2,7) < Eg(Q,7) = pu(r — meany(Q))[Q],  Eg(S,7) < Eq(0,7) =0.  (4.4)

If the requirement . 1s not fulfilled, this might imply that the difference between
> and Q\E is too subtle to be distinguished and we keep Q rather than segmenting it
into ¥ and Q\X.

LEMMA 4.2. Fori=1,...,K —2, let ¥; # Q and ¥; 11 # 0 be the minimizers
of E(-,73) and E(-,Tix+1) for 0 < 7; < 7i41 < 1 appearing in the T-ROF model, where
|2 \Xi41| > 0. If the inequalities in hold, then

Ti < mean ¢ (Zi\2i+1) < Ti4+1- (45)

Proof. By definition we have ¥; D ¥;;1. Let Q=% and ¥ = Yi+1. Then using
the first inequality in (4.4]), we have

Per(3i11;%;) + u/ (Tig1— f)dx < u/ (Tit1 — f) dz, (4.6)
Yig1 3
ie.,
0 < Per(¥;41;%;) < N/ (Tiv1 — f)da
Ei\Xiq1

which implies mean (X;\X;41) < 7iq1.
Let Q@ = Q\;41 and ¥ = ¥,\;, . Using the second inequality in (£.4)), we have

Per(Ei\EiH; Q\Z:H_l) + /L/ (Ti - f) dx S 0,
Zi\Zit1
10



which implies with |X;\X;11] > 0 that

p[ m-na<o
2i\Zit1

ie., 7, <meany(X;\X;41). This completes the proof. O

In practice, for 3; D X;41 (0 < 7 < Tiq1 < 1), if X;\X; 41 contains different
texture from X; 1, then it is highly likely that segmenting ¥; into ¥;\X;11 and ;14
is much better than the naive segmentation of ¥;. This gives us a useful criterion to
design our T-ROF algorithm: at some step, if the naive segmentation of 3; is better
than segmenting it into X;\%,;11 and ¥;41, then removing ¥; 41 (7;41) from the set
(threshold) sequence is more meaningful and will not influence the segmentation result
much.

In sum, after obtaining (E(k),T(k)) at iteration k, we apply the criterions in
and to remove measure zero phases and ignore unnecessary segmentation,
respectively. To achieve this, we can particularly keep checking the following steps i)—

iil) until they are all satisfied: 1) if (EE’C) Z(k)) and (Egi)l, z(i)r) 0<i<K-1,donot

fulfil the criterion (4.2), then remove (Eg_&, Z(+1) from (Z*), 7)) and form a new
(=) 7)) by reordering the indices, and update K ii) if (Z(k) (k)) 1<i<K-1,
and one of its neighbors in (E(k_l) =1 say (Z(kfl) =1y j e {i—1,i,i+1}, do
not fulfil the criterion , then replace the values of (E(k) 7" by (Z(k 23 j(k Dy,
and iii) if (Egk) l(k)) and (Egi)l, f_f)l) 0 <i < K —1, do not fulfil the criterion (4.5)),
then remove (Z£+)1, Z(Jr)l) from (X®), 7)) and form a new (EZ*) 7*)) by reordering

the indices and update K. We abbreviate the above steps i)-iii) conducting the

criterions and ([L.5) by
(E(k),T(k)) — C(E(k),ﬂ'(k)). (4.7)

By combining the criterion in (&.7) and the rule of updating 7*) by (@.3)), we
obtain our T-ROF segmentation method in Algorithm [I} to find a solution of the

T-ROF model 7.

Algorithm 1 T-ROF Segmentation Algorithm

Initialization: Phase number K > 2 and initial thresholds 7(® = (Ti(o))iK:_l
0§71(0)< <7';()1<1
Compute the solution u of the ROF model (1.7).

For k£ =0,1,..., until stopping crlterlon reached
( ))

with

1. Compute the minimizers E( of E(-,T
zg“:{xeﬂ.u( )>T§ >}.
2. Apply criterions and to update (X*), 7)) e.g. see (7).
3. Update 7(-+1) = (E(k) T by [@3).
Endfor

by setting

From Algorithm we see that the T-ROF method exactly follows the new
paradigm which is: performing image segmentation through image restoration plus a
thresholding. The T-ROF method can therefore be regarded as a special case of our
proposed SaT method in [15]. Particularly, in addition to the theoretical bare bones
in the T-ROF method and the fast speed it inherits from the standard SaT method,
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the iterative way of selecting optimal thresholds — the strategy in —in the T-ROF
method makes it more effective in multiphase segmentation when compared with the
standard SaT method which uses the K-means to select thresholds. This advantage
is more notable when segmenting images with phases which have close intensities.
There are many efficient methods to solve the ROF model, for example the primal-
dual algorithm [21]), alternating direction method with multipliers (ADMM) [10], or
the split-Bregman algorithm [28]. In this paper, we use the ADMM to solve the ROF
model . The convergence property of Algorithm is discussed in the next section.

4.1. Convergence Proof of the T-ROF Algorithm. We now prove the con-
vergence of our T-ROF algorithm — Algorithm

LEMMA 4.3. Let A,B,C,D C R? be bounded measurable sets with A O B D
C O D and let f : R2 — R be a Lebesque-integrable function. Then the following
implications hold true:

i) if mean;(A\B) < mean;(B\C), then:
meany(A\C) < mean;(B\C) and meany(A\B) < mean;(A\C);

ii) if meany(A\B) < meany(B\C) < mean;(C\D), then:

meany(A\C) < means(B\D).

Proof. 1) We first prove the first assertion in i). If |A\C| = 0, then this assertion
is clearly true. Let |[A\C| > 0. Since A\C' = A\B U B\C and A\BN B\C = 0, we
conclude |A\C| = |A\B| + |B\C| and in particular |A\B| > 0 if |[B\C| = 0. Assume
that mean;(A\C) > mean;(B\C'). Then

fA\Cfdx_fA\dex+fB\Cfdx if |[B\C| =0,

= > mean;(B\C) = fdz .
AC [A\B[ + |B\C] #(B\C) { foe 12t 1B\C) > 0.

Both cases yield a contradiction to the assumption mean;(A\B) < meany(B\C).

Concerning the second assertion in i) we are done if |A\B| = 0. If |A\B| > 0, then
by the above considerations |A\C| > 0 and assuming meany(A\B) > means(A\C)
we obtain

Javo fdz _ Jap fde+ [po fda - Jap fdx
|A\C| |A\B| + |B\C| |A\B|

This yields again a contradiction to the assumption.
ii) Applying the first/second implication in i) with respect to the first/second
inequality in the assumption of ii) we obtain

meany(A\C) < meany(B\C) and meany(B\C) < meany(B\D),

which lead to mean;(A\C) < meany(B\D) and we are done. O
Recall that Ti(k+1) = l(ml(ﬂ + m(k)), where m¥) = meanf(EEk)\ng_)l). Using

the criterion derived in (4.5)) and Lemma we can prove the following lemma.
LEMMA 4.4. Our T-ROF Algorithm |1 produces sequences (7)), and (m®)),
with the following properties:

Do<mP <P <mP<iocm® <P <P
i) et 7 = 0 and 7 = 17 2 A and 78 2 1Y, then
(k—1)

mgk) > m, , 1 =0,...,K —1 and this also holds true if > is replaced
everywhere by <.
12



Proof. i) At step k, let 7, = Tz(k). Forfixed 0 <7 <o < -- <7g_1 <1, let
Y; be a minimizer of E( 7;). With Lemma we only need to prove mg < 7 and
Tk—1 < mp_1. Assume that Qp := Q\X; and QK 1 := Xk _1 have positive measure.

Since |Qol, |Qx—1] > 0, neither Q nor @ is minimizer of E(-,7;), we verify that

Per(31;Q) —|—,u/E (1 — f)dx < u/ﬂ(ﬁ — f)dz, (4.8)
Per(Xk_1;Q) + M/z: (tx—1— f)dz <0. (4.9)

From (4.8)), we have

Per(X1;9) + ,u/
P

(n-fde<u |

Qo

(Tl—f)dx+u/ (1 — f) de.

D3}

Note that m; := meanf(Q ). Thus, 0 < ,qu 71 — f) dz which gives my < 71. From

([.9), we have 0 > fQ (T —1 — f) dx, which means 7 1 < mp_1.
ii) We only prove for sign >. The proof for sign < follows the same lines.

If Tl(k) > Tl(k_l), let 7 := Tl(k_l), = 7'1( ), using the conclusion from Lemma
i), we get

OSmeanf(Q\Egk—l)) (k 1) <meanf( (k— 1)\2(’“)) 1().

Hence, from the second implication of Lemma i), we have m(()k) > mgkfl).

If Tl((kzl > Tf((k 11), let 71 := TI(( 11),72 = Tl((k) 1, using the conclusion from Lemma

[4.4)1), we get

O<7'(k

D < rneanf( (k™ 1)\Z(k 1) < rﬁ“ﬂl < meanf(ZS;?)_l).

Hence, from the first implication of Lemma |4.3|1), we have m(k) > mg;_}).
For i € {1,.. — 2} and if 7 (k) > T(k and T 12 Tz(fl 1) from Lemma

i), we have
Ti(k_l) < Ti(fl_l) and Ti(k) < Ti(f)l.

Hence, we can only have one of the following orderings:
) (k 1) < (i 1) < T (k) < T(-i,k-:)l
< PR

b) i(k Y < Ti(k) < Ti(fl Y < Ti(+)1'

In case a) we obtain by Lemma [4.4]i) that

75D < D) < D) ) )

In case b) we conclude by Lemma i) with the settings 7 := 7, (k_l), Tg 1= Ti(k) and

= 7_i(k) Ty 1= T(il D and o= Ti(fl_l) Ty 1= T(fia respectively,

7k Smeanf(z(-kfl)\il(.k)) < T-(k) < mean; (2 k)\Z

k—1) k
Smeany (Z( \Eerl) z(+)1

(k=1)

)S 2+1

1+1 S

By Lemma i) this implies mgkfl) < mgk), which completes the proof. O
13



It is straightforward to verify that the generated sequences satisfying (4.7]) will
fulfil the above Lemma [£.4]
To prove the convergence of the sequence (T(k))k, we define a sign sequence ¢ (k) —

(C.(k))fizl as follows: If Tz-(k) # 7'14(1671)7

7

C(k) — {+1, if Ti(k) > T(k 1)’

‘ -1, if T-(k) < T(k b (4.10)

and otherwise
(k) .p -
¢, ifi=1,
=0 (4.11)
Gy, ifi#1,
(

where j := min{l | Tl(k) #* Tl(kfl)}. Additionally, since Té ) and TK) do not change
with k, we set

k k k k
6=, G =G (4.12)

By s we denote the number of sign changes in ¢ (k). Writing for simplicity + instead
of £1, we obtain for example that

— (MM = (ht = [ = [ == = [ == [ = o === [ =)

has s, = 17.
LEMMA 4.5. i) The number of sign changes sy is monotone decreasing in k.

i) If Cl(kH) #* Cl(k), then we have the strict decrease spy1 < 5.
Proof. i) Let s, = N — 1 and consider the sequence

k k k k k k
C(() )a"'agl(l)‘ ‘C() : 7<l(j)|"',‘cz‘(N)a"'7 }()7 (413)
—_———
oF) (k) o(F)
1 CA N

where v?k)

sign, and ( () and ¢ If (defined in ) are used for the boundary elements of the
whole sequence which by deﬁnltlon do not belong to ¢ (k) (see (4.10) and (4.11] - Note
that #v > 2 and #v > 2.

, named a sign block, contains those successive components with the same

1. Ebrj;zQif#v“)>3 we consider ¢ with i; <i* —1 <i* <i*+1<1;,

ie., (k) C(k) = C <41~ WLOG let C(k) = —1. Then we obtain by Lemma ii)

U (k 1) (k— 1)

that m(*) 1 <m;._; and m(k) < m,. Therefore

k k k—1 k—1
e _ R ) e U TS
Ty 3 < 5 = T

(k+1) _

and consequently (. C(k+1) e i(fjll) = ... = i(fH) = 1 (which is

obtained by definition (4.11)) when T(kH) TZ(*k)).
Specifically, for j = 1, if #U1 k) > 3, we consider C( D with 0 <t -l<i*<
1"+ 1 < [;. Following the same lines above, we have, if Ci* —1, then Q(kﬂ =1,

14
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or §ék+1) {UH_I) = C(kH) 1. Moreover, in the latter case, we can also prove

Ci(*kﬂ) = Z(k_tll) §(k+1) = 1, using the definition in ) for C(k+ ) when
Tl(kH) ( ) (Wthh lb JUbt opposite to the way of defining C k“ When 7-1.(]’”1) = Ti(k)
for i > 1). The case C =1 can be handled in the same way.

*) with #v k) > 3 the following properties

Therefore we obtain for a sequence v;
from step k to step k + 1:
- no sign changes if the boundary signs are kept;
- maximal one additional sign change if the left or right boundary sign is kept;
- maximal two additional sign changes if both boundary signs are not kept.

Here is an example:

—|++++- = [++++L+++=L[===+[| ==+
|_++_|7|__+_|a|____"

2. Assume that there is a sequence in (4.13)) with no j such that #U§k> = 1.
Consider Cl(k) and ( (k)l which are different by definition. WLOG, let (l(jk) = —1 and
C( ) — 4+1. Then C(k) = —1 and CZ 141 = 1. From Lemmaii), we have

1j41

(k) (k—1) (k) (k—1)
My -1 Smljfl v M = (ARSI

If ml(f) < ml(k 2 (or ml(k) > ml(k 1)) then 7.

means that Cljkﬂ # Cl(jk and Cifjll) # CZ-A

or 7 2Tl )

(k+1) < 7_l(jk) ( (k+1) (k) ) This
;.. are not possible at the same time.

Let us call a subsequence containing consecutive sign blocks #v;k) > 2 for all j
within the whole sequence a non-oscillating subsequence, short nosc-sequence. Then
we can use the above arguments to show that the number of sign changes for an inner
nosc-sequence from step k to step k 4+ 1 behaves as follows:

- no additional sign changes if the boundary signs are kept;

- maximal one additional sign change if the left or right boundary sign is kept;

- maximal two additional sign changes if both boundary signs are not kept.
Here is an example of the sign changes of a nosc-sequence containing two sign blocks
for the first two boundary conditions:

+++-==] = |[+++———[++++——|[+++++-[|++————]|
|+ ++——+L|++++—+ | ++++++[++———+]
e N R et 1 I At I e A
e 1 e e N e e B ]

In particular, accompanying the proof in part 1, we obtain that, if the whole
sequence is a nosc-sequence, the sign changes of the whole sequence will not increase
3. Now, we consider the case #vj(k =1 for all j; < j < jo, where #U y>1

and #vj(kzrl > 1. We prove that from step k to step k + 1 the signs of

() ) )
Gy Cijs o G QMF (4.14)

Y31 jp

can not change at the same time. We call the above sequence (4.14)) oscillatory subse-
quence, short osc-sequence. Here is an example, where the osc-sequence is underbraced

15



and the inner pattern overbraced:

— —_——
R L o o T L R T (4.15)
—— —
WLOG assume that Ci(j’i) = —1 so that Cff) = (=1)7=31H for j; < j < jo, and

Ci(fl)_l = Ci(fl)—Z = +1 and dj?H = Ci(j]z)+2 = (—=1)727J1, From Lemma ii), we know

that

(k) (k—1) mE@H > mgk_jl) if jo — j1 is even,

My 9 2 Mm; 5, and (K < (F-1) TR (4.16)
My Smy g i ja =g is odd.

Assume that Ci(]fz_l, iji, e gfji, gi(;ﬂ all change signs at the same time from step

k to step k + 1, e.g. for the left example in (4.15]), we have

B e e T S I e ] I
Then we deduce
(k) (k) (k=1) (k—=1)
(k+1) _ mijlfz + mih*l T(k) _ miil*Z + mi].171
CIES 2 = -1 2
and since ml(-fl)_2 > mgf;_z) this implies
(k) (k)
my g S My
(k+1) _ (k) (k+1)

Taking into account that 7

5

1 1
(see definition (4.11))), we get further

() () k=D (k=1)

. . k+1 .
i, would require the same sign Ci(j D asin Cij )
1 1—

k+1 11— i k B — 35
7_4( +1) _ j1—1 J1 >7'»( ) Jj1—1 J1

Y1 2 L1 2

and since mgk) < m(k_l) this implies
j1—1 Li1—1

m{ > m{Eh.
J1 J1

Continuing in this way, we get finally the contradiction

mgf%ﬂ < m,l(»;;_ll), if jo — j1 is even,
E E—1)  .p . -
mgmﬂ > ml(»hﬂ), if jo — 71 is odd.

Then the above arguments show that the number of sign changes for an osc-
sequence from step k to step k + 1 behaves as follows:

- the number of sign changes cannot increase;

- the number of sign changes either not change or at least decreases by two if
both boundary signs are kept;

- the number of sign changes at least decreases by two if both boundary signs
are not kept;

- the number of sign changes at least decreases by one if one boundary sign is
kept.
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4. Now we can decompose the sequence ¢ *) into subsequences with osc-pattern
and nosc-pattern (note that the case of a sequence ¢ (%) which is a nosc-sequence has
been proved in part 2), where these patterns overlap in the boundary signs. This
is illustrated by an example, where the osc-patterns are underbraced and the nosc-
pattern are overbraced:

——~ ——
++t—F—F Attt —F——F—F -+ ——.
—_——— N

If nothing changes in the boundary of the osc-pattern, then the number of sign changes
cannot increase for C(') from step k to step k — 1. If both signs in the boundary of an
osc-sequence changes, there are at least two sign changes less within the osc-sequence
which can be at most added in the nosc-sequences, but we will not obtain more sign
changes for the whole sequence ¢ ). If one sign at the osc-boundary is kept and the
other is changed we can use counting arguments to show that the number of sign
changes of the whole sequence cannot increase. This completes the proof.

i) If kaﬂ) + ka), we first prove all the components in ng)
at step k+ 1. If #vyc) = 2, we get the proof directly since Cékﬂ) follows the sign of
¢ according to the definition in ([.11); if #v% > 3. the proof can be found in
the proof of part 1.

By parts 14 of the proof, we have block v

must change signs

gk) will then be merged with all or

part of vék) and have the same sign, where the whole sequence ¢ ) will have one sign

change less, since the rest components in vék), if they exist, will be merged with all
or part of v:(,)k), keeping this process until merging with the last block 11](\’;). Therefore
we have si41 < sk. This completes the proof. O

Now we can prove the convergence of our T-ROF algorithm.

THEOREM 4.6. The sequence (T®))pen produced by the T-ROF Algorithm
converges to a vector 7*. Then (X%, 7*) is a solution of the T-ROF model .

Proof. We prove the assertion by induction on the number of sign changes sj at
some iteration step k.

i) Assume that s = 0. WLOG let Ci(k) =+1,i=1,...,K—1,ie, Ti(k) > Ti(k_l).
From Lemma ii), we obtain mgk) > mgk_l) and consequently Ti(k+1) > Ti(k),
i=1,..., K — 1. Therefore spy; = 0 and Ci(k—H) =+1,2=1,...,K — 1. This means
that each sequence (Ti(k)) k is monotone increasing. Since the sequences are moreover
bounded in [0, 1], we conclude that (7)), converges. Note that s = 0 when K = 2.

ii) Assume that (7(®));, converges if s, < N — 1 for some k € N.

iii) We prove that (7(*)); converges in case of s, = N. If there exists a k such
that ka) =+ C{k_1)7 we get s; < N — 1 directly from Lemma ii); therefore (7)),

converges by ii). If C{’H_l) = dk) for all k > k, then (Tl(k))k>fc is monotone and bounded

and converges consequently to some threshold 7;". By the definition of 25’“), we have

ék) also converges. Since Tl(k) = (mék) + mgk))/Z, we

k
converges. Now we prove 7'2( ) also converges (here we assume there does

ng) converges, and therefore m
have mgk)
not exist a k such that Cékﬂ) = Cék) for all k > ];Z, since otherwise the convergence
of TQ(k) is obtained immediately). If not, TQ(k) must contain at least two convergent
subsequences converge to say 75 and 7';. WLOG, let 75 < Té. Then we have X5 D 2/2
from Lemma In what follows, we show by contradiction that it is impossible.

17



- If 5 D %, then from Lemmas and we have meany(31\X3) <
mean ;(%1\5), which implies mgk) diverges.
- IEY5 = EIQ, then there exists a k such that Egk) = Z,Q for k > k. Considering

thresholds ngk), e ,Tf((kzl in set X3, the convergence of them is obtained im-

mediately from ii) by their sign changes which are < N — 1. Therefore mgk)

(k) (k)
1

converges, with the convergence of m;"’, so 7, also converges.

Analogously, we can have Ték) converges from the convergence of Tz(k) and mék). Re-

peating this procedure up to the final index K — 1, we obtain the assertion. O

5. Numerical Results. In this section we test our proposed T-ROF method
on many kinds of images. More precisely, we use the T-ROF Algorithm [I| with a
discrete ROF model (see e.g. [I8]) whose minimizer is computed numerically by
an ADMM algorithm with its inner parameter fixed to 2. Speedups by using more
sophisticated methods will be considered in future work. The stopping criteria in the
T-ROF algorithm for v and 7 are

[ DDy < e and Jr® G Dy <o ()

where ¢, and e, are fixed to 10™* and 107°, respectively. The initialization of
{TZ-(O)}{{: 7! was computed by the fuzzy C-means method [8] with 100 iterations.

We compare our method with the recently proposed multiphase segmentation
methods [15], 30} [32], 35 [39]. Note that the methods [35] [39] work with the fixed fuzzy
C-means codebook {m;}¥ ! which are not updated (all the codebooks used in the
following examples are given in Appendix). Such update is however involved in [30].
The default stopping criterion used in [30} 32 [35] is the maximum iteration steps,
which will be shown in each example; the default stopping criterion used in [15] is the
relative error with tolerance set to 10™%; and the default stopping criterion used in
[39) is the same as the one used in [I5], together with maximum 300 iteration steps.
We choose the regularization parameter, A/u (note that A is used in the PCMS model
and p is used in the SaT method [15] and our T-ROF model), in front of the fidelity
term for all the methods by judging the segmentation accuracy (SA) defined as

A #correctly classified pixels

5.2
#all pixels (5.2)
unless otherwise stated. We show the results for two two-phase and five multiphase
images. Moreover, an extra example — one three-phase segmentation problem based
on retina manual segmentation — is provided to further demonstrate the superior

performance of our proposed method. All computations were run on a MacBook with
2.4 GHz processor and 4GB RAM.

5.1. Two-phase Image Segmentation. Example 1. Cartoon image with some
missing pizel values. Fig. [5.1] (a) is the clean two-phase image, with constant value in
each phase. Fig. (b) is the test corrupted image generated by removing some pixel
values (in this example, 80% pixels are removed) randomly from Fig. m (a). Fig.
(c)—(g) are the results of the methods [32], B5] B9 30, [15], respectively. Fig. (h)-
(j) give the results of our T-ROF method respectively at iterations 1, 2 and 6 (final
result) with p = 1, which clearly shows the effectiveness of the updating strategy
of our T-ROF method on 7 given in . For the T-ROF method, the iteration
steps to find u and 7 are 418 and 6 (simply represented as 418 (6) in Table ,
respectively. From those results, we see that only methods [30, 15] and our T-ROF
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method give good results. The quantitative comparison in terms of u, iteration steps,
computation time, and SA for each method is given in Table We can see that the
T-ROF method gives the highest SA, which shows the effectiveness and necessity of
updating the threshold 7, compared with the slightly poor results of the SaT method
[15] which just uses the fixed thresholds selected by K-means.

(a) Clean image  (b) Corrupted image

(e) Yuan [39] (f) He [30]

(g) Cai [15] (h) Ours (Ite. 1) (i) Ours (Ite. 2) (j) Ours (Ite. 6)

Fia. 5.1. Segmentation of two-phase cartoon image with some missing pizel values (size 256 X
256). (a): clean image; (b): image (a) with some pizel values removed randomly; (c)—(g): results
of methods [32, [35, [39, [30, [15]], respectively; (h)—(j): results of our T-ROF method at iterations 1,
2, and 6 (final result), respectively.

Ezxample 2. Two-phase image with close intensities. Fig. (a) is an image
generated by adding Gaussian noise with mean 0 and variance 10~® onto a constant
image with constant value 0.5. Fig. (b) is a two-phase mask separating the whole
domain into two parts (the black and the white color parts). The testing noisy image
Fig. (c) is generated from Fig. (a) by keeping the pixel values belonging to
the white part in the mask and reducing the pixel values belonging to the black part
by a factor of 2 x 10~*. This way of generating test images has the following two
main features: i) the noise pattern (e.g. Gaussian) presented in the noisy image is
locally changed slightly, which will make the test more challenging so as to better
evaluate the performance of each method and to do comparison; ii) the way of lower
or increase the intensities of some specified areas can help to generate test images
easily which contain phases with close intensities, where these generated images are
good candidates to test the performance of different methods in classifying the close
phases. Fig. (d)—(h) are the results of methods [32] 35 [39] 30, [15], respectively.
Fig. (i)—(j) are the results of our T-ROF method with p = 8 at iterations 1 and 6
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(final result), respectively, which again clearly show the effectiveness of the updating
strategy on T given in . Obviously, except method [32], all other methods can
get good results. The quantitative results given in Table [5.I] show that our method is
the fastest and gives the highest SA, which again validates the necessity of updating
the threshold 7 given in against the way of obtaining thresholds by K-means
used in the SaT method [I5].

(a) Gaussian noise
. ]

(g) He [30] (h) Cai [I5] (1) Ours (Ite. 1) (j) Ours (Ite. 6)

F1G. 5.2. Segmentation of two-phase image with close intensities (size 128x128). (a): Gaussian
noise imposed on a constant image; (b): mask; (c): noisy image generated from (a) and (b); (d)-
(h): results of methods [32, [35, [39, [30, [15]], respectively; (i)—(j): results of our T-ROF method at
iterations 1 and 6 (final result), respectively.

5.2. Multiphase Image Segmentation. Ezample 3. Five-phase noisy image
segmentation. Fig. (a) and (b) are the clean image and Gaussian noisy image
with mean 0 and variance 1072. Fig. [5.3| (¢)—(h) are the results of methods [32} 35,
[39, 30, 15] and our T-ROF method (with p = 8), respectively. From there results, we
see that all the results are very good except the result of method [32]. From Table
we can see that the T-ROF method is the fastest.

Example 4. Four-phase gray and white matter segmentation for a brain MRI
image. In this example, we test the four-phase brain MRI image used in [35], see
Fig. (a). The gray and white matter segmentation for this kind of image is
very important in medical imaging. Fig. (b)—(g) are the results of methods
32, 35, B9, B0, 15] and our T-ROF method (with p = 40), respectively. We can
see that all the methods work well for this kind of image. In particular, the T-ROF
method with 11 7-value updates is faster than other methods, e.g., three times faster
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) Clean image (b) Noisy image ) Li [32] (d) Pock [35]
(e) Yuan [39] (f) He [30] (g) Cai [15] (h) Ours

F1G. 5.3. Five-phase noisy cartoon image segmentation (size 91 X 96). (a): clean image;
(b): noisy image of (a); (c)—(h): results of methods [32, [35, (39, [30, [15] and our T-ROF method,

respectively.

than the algorithm of Pock et al. [35] with assigned parameters. Note that the SaT
method [I5] is also very fast, due to the fact that it is akin to the T-ROF method.

) Given image ) Li [32] ) Pock [35]
) Yuan [39)] ) He [30] ) Cai [15] ) Ours

F1G. 5.4. Four-phase segmentation of MRI image (size 319 X 256). (a): given image; (b)—(g):
results of methods [32, 33}, [39, (30, [15] and our T-ROF method, respectively.

Example 5. Stripe image. In this example, we test methods on segmenting the
noisy stripe image in Fig. - ), which is generated by imposing Gaussion noise with
mean 0 and variance 10~2 on the clean image Fig. - with 30 stripes. The results
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TABLE 5.1
Quantitative comparison: M\/p, iteration (Ite.) steps, CPU time in seconds, and SA in Fz-
amples (Eza.) 1-4. The iteration steps of our T-ROF method e.g. 418 (6) mean that 418 and 6
iterations are respectively ezecuted to find u and T in Algorithm[]

Li [32] | Pock [35] | Yuan [39] | He [30] | Cai [15] | Our method

Y 20 2 8 5 2 I
- [Tt 50 150 17 100 162 413 (6)
L:S Time 1.71 6.36 2.55 13.76 5.42 8.34
SA | 0.6918 0.8581 0.6915 | 0.9888 0.9878 0.9913

o L A 200 50 15 120 7 8
- [Tte. 100 100 267 150 81 59 (6)
é Time 0.73 0.97 2.11 6.66 1.21 0.38
SA | 0.7867 0.9658 0.9598 | 0.9663 0.9816 0.9845

- A p 120 40 15 50 15 8
< | Ite. 100 50 101 100 57 61 (4)
é Time 0.87 0.71 0.99 4.11 0.46 0.32
SA | 0.9729 0.9826 0.9819 | 0.9872 0.9827 0.9831

< | M 200 100 20 200 40 40
- [Tte. 100 50 16 50 16 20 (11)
é Time 8.49 7.41 5.24 22.13 2.75 1.96

are generated by segmenting Fig. (b) into five, ten, and fifteen phases, respectively.
The rows two to seven of Fig. are the results of methods [32] 35] B89 [30, 15] and
our T-ROF method (with u = 8), respectively. The quantitative comparison is shown
in Table from which we can see that methods [35 B0] and our T-ROF method
give much better results in terms of SA; note, importantly, that our method is always
the fastest compared with methods [35] [30]. Moreover, Table shows clearly the
great advantage of the T-ROF method and SaT method [15] in computation time:
their computation time is independent to the required number of phases K, whereas
this is not the case for other methods (as the number of phases goes larger, their
computation time significantly increases inevitably). From Table we also see that
the T-ROF method gives much better results than the SaT method, which again
shows the excellent performance and necessity of updating the threshold 7 benefited
from the rule proposed in .

Example 6. Three-phase image containing phases with close intensities. In this
example, we test a three-phase image, where two phases of it have very close inten-
sities. The test image in Fig. (c) is generated using the same way as that in
Example 2 with Gaussian noise of mean 0 and variance 1072, and the factors used
in the black and white color parts in the mask are 0.1 and 0.6, respectively. For the
results of methods [32] 35, [39] 30, 15], in order to reveal the performance of these
methods clearly, we give two representative results for each method compared using
different regularization parameters, see Fig. (d)—(m). From Fig. we can see
that our T-ROF method gives the best result, see Fig. (0) (with g = 8). In detail,
we notice that method [32] gives very poor results, see Fig. (d)—(e). For methods
[35, 30], no matter how their parameters are tuned, they all cannot achieve good
results as the result of our T-ROF method given in Fig. (o). More specifically,
methods [35] 0] either give results separating different phases unclearly, or give re-
sults not removing the noise successfully. The main reason is that, the regularization
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TABLE 5.2
Quantitative comparison: A/, iteration (Ite.) steps, CPU time in seconds, and SA in Ezample
5. The iteration steps of our T-ROF method e.g. 84 (4) means that 84 and 4 iterations are
respectively executed to find u and T in Algorithm

Li [32] | Pock [35] | Yuan [39] | He [30] | Cai [15] | Our method
2 | Ap 80 100 10 50 10 8
é Ite. 100 100 87 100 41 84 (4)
2 | Time 3.87 6.25 4.33 16.75 1.33 1.39
' SA 0.9946 0.9965 0.9867 | 0.9968 0.9770 0.9986
§ A 80 100 10 50 10 8
= Tte. 100 100 102 100 41 84 (5)
OQ“ Time 7.71 15.41 9.79 38.52 2.11 2.33
— SA | 0.8545 0.9984 0.9715 | 0.9848 0.8900 0.9967
§ A 80 100 10 50 10 8
= Tte. 100 100 208 100 41 84 (5)
L: Time 11.56 28.21 33.21 63.67 3.06 3.74
— SA | 0.7715 0.9993 0.9730 | 0.9904 0.5280 0.9933

parameters in methods [35] B0] are constant, see the parameter A\ used in the PCMS
model ; however, constant parameter used to penalize all the phases equally is
obviously not appropriate for this case. The results of methods [39, [15], Fig. [5.6| (h)
and (1), are better than the results of methods [32] [35, B0]. Again, after comparing
Fig. [5.6| (h), (1) and Fig. (o) from visual-validation and the quantitative results
given in Table we see that our T-ROF method gives the best result in terms of
segmentation quality and computation time.

Ezxample 7. Four-phase image containing phases with close intensities. In order
to show the powerful of our T-ROF method in handing images containing phases
with close intensities, in this example, we test these methods on a four-phase image
where each two phases with close intensities. Fig. [5.7] (a) and (b) are respectively the
clean image and the noisy image generated by adding Gaussian noise with mean 0
and variance 3 x 1072, Similar to Example 6, this example also provides two results
for each method compared using different representative parameters, see Fig.
(¢)—(1). From Fig. and Table (which gives quantitative results), we see that
methods [32, B35, 39, [B0] all give poor results compared with our result in terms of
segmentation quality and computation time. In particular, our method gives much
better results than that of its akin SaT method [I5], see Fig. 5.7] (k) and (n), which
further verifies the excellent performance of updating the threshold 7 using the rule

proposed in (4.1)).

5.3. Discussion About the Threshold 7 . We report, in Fig. the con-
vergence history of 7 of our T-ROF algorithm [I| corresponding to iteration steps for
Examples 1-7. From Fig. [5.8] we can see that 7 always not only converges, but
converges very quickly — just a few steps are enough (generally within ten iterations
for the examples shown in this paper).

It is worth mentioning that, for all the Examples 1-7, the rule and the
criterion derived in are always satisfied at each iteration. This means that these
rules are indeed very easy to fulfil, if one uses meaningful number of phases K (here K
is our prior knowledge for each segmentation example) and initializations (here we use
K-means to obtain initializations). The chances that these criterions are likely to be
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Fic. 5.5. Stripe image segmentation (size 140 x 240). Row one: clean image (left) and noisy
image (right); Rows two to seven: results of methods [32, 35}, [39, [30, [15]] and our T-ROF method,
respectively.

invoked based on our tests are the cases, for example, meaningless number of phases
K and/or initializations. For example, given a test image which has two phases, using
K = 3 would be highly likely to obtain an empty phase at some iteration and one
would finally obtain a segmentation result with two phases. An empty phase that is
also likely to be obtained is when two thresholds are too close in the initialization.
This performance is actually a kind of automatic error correction, which is an innate
ability of our T-ROF algorithm. In contrast, the methods solving the PCMS model
(like the ones we compared in this paper) cannot have.
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(a) Gaussian noise (c¢) Noisy image

(n) Ours (Ite. 1) (0) Ours (Ite. 6)

Fic. 5.6. Segmentation of three-phase image containing phases with close intensities (size
256 x 256). (a): Gaussian noise imposed on a constant image; (b): three-phase mask; (c): noisy
image generated from (a) and (b); (d)-(e): results of [32] with A = 50 and 100, respectively; (f)—
(g9): results of [35] with A\ = 70 and 100, respectively; (h)—(i): results of [39] with X = 15 and 20,
respectively; (7)—(k): results of [30] with X\ = 100 and 200, respectively; (1)—(m): results of [15] with
u =3 and 10, respectively; (n)—(o0): results of our T-ROF method, with u = 8, at iterations 1 and
6 (final result), respectively.

5.4. Real-World Example. In the previous examples, we mainly investigated
the performance of the aforementioned segmentation methods using synthetic images
and quantified their accuracy using SA (segmentation accuracy) defined in . Be-
fore closing this section, to complement the test, we hereby test those methods using
a manual segmentation of a real-world image, the retina image, which is from the
DRIVE data—setﬂ Fig. (a) and (b) are the clean manual segmentation image and
the noisy image generated by adding Gaussian noise with mean 0 and variance 0.1.
Note that in Fig. m (a), we changed the original binary manual segmentation image

2http://www.isi.uu.nl/Research /Databases/DRIVE/
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(a) Clean image (b) Noisy image

f 135]

) Yuan [39] ) Yuan [39] ) He [30]
) Cai [15] ) Cai [15] ) Ours (Ite. 1)  (n) Ours (Ite. 5)

F1G. 5.7. Segmentation of four-phase image containing phases with close intensities (size 256 X
256). (a): clean image; (b): noisy image; (c¢)—(d): results of [32] with A = 50 and 100, respectively;
(e)—(f): results of [35] with X = 30 and 50, respectively; (g)—(h): results of [39] with A = 10 and 15,
respectively; (1)—(3): results of [30] with A = 20 and 100, respectively; (k)—(1): results of [15] with
w =3 and 10, respectively; (m)—(n): results of our T-ROF method, with u = 4, at iterations 1 and
5 (final result), respectively.

to three phases by lowering the intensity of those vessels on the right hand side from
1 to 0.3; the intensities of the background and the vessels on the left hand side are
respectively 0 and 1. Obviously, segmenting the noisy three-phase image in Fig.
(b) is extremely challenging due to those thin blood vessels which have a big chance
of being smoothed out.

To quantify the segmentation accuracy, in addition to the measure SA in
which quantifies the whole segmentation accuracy, we here also use the DICE score
which is able to quantify the accuracy for individually segmented phases, i.e.,

2/, N QY|
DICE(Q;, Q) 1= il
|| + 1€2]
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TABLE 5.3
Quantitative comparison: A/, iteration (Ite.) steps, CPU time in seconds, and SA in Ezam-
ples (Eza.) 6-7. The iteration steps of our T-ROF method e.g. 68 (6) mean that 68 and 6 iterations
are respectively executed to find u and T in Algorithm[1]

Li [32] | Pock [35] | Yuan [39] | He [30] | Cai [15] | Our method

o | A 50 70 15 100 3 -
< | Ite. 100 200 300 100 103 -
L:S Time 6.08 14.21 25.64 24.02 3.55 -
SA | 0.4420 0.8840 0.9557 | 0.7939 0.9248 -

. A p 100 100 20 200 10 8
< | Ite. 100 200 300 100 83 68 (6)
é Time 4.96 14.62 21.84 22.63 3.06 2.07
SA | 0.3746 0.9485 0.9359 | 0.9637 0.9232 0.9550

| Mu 50 30 10 20 3 5
< | Ite. 100 150 194 100 128 -
é Time 6.71 14.95 16.86 32.53 3.92 -
SA | 0.4900 0.9549 0.9043 | 0.6847 0.9545 -

| AMp 100 50 15 100 10 4
< | Ite. 100 150 246 100 65 111 (5)
é Time 6.64 14.91 21.32 32.79 2.28 3.13
SA | 0.9023 0.8769 0.8744 | 0.8709 0.9273 0.9798

where €; and Q) are respectively the segmentation result and the ground truth cor-
responding to phase 4, and |€;] is the cardinality of set €; in discrete setting. Note
that the DICE score not only involves the correctly segmented areas like the measure
SA in , but the incorrectly areas.

Fig. shows the segmentation results of the methods compared, and Table
gives the quantitative results including the SA and the DICE score which quantifies
the three individually segmented phases, i.e., the areas of the background, vessels
on the right hand side with lower intensity and vessels on the left hand side. We
clearly see that all the methods successfully segmented the vessels on the left hand
side, but failed to segment the vessels on the right hand side (please refer to Section
32 for the theoretical discussion about the drawback of the PCMS model for case
K > 2), except for method [I5] and our proposed T-ROF method (also with much
faster speed). Particularly, to segment the vessels on the right hand side which have
lower intensity, the proposed T-ROF method achieved higher DICE score compared
to the SaT method [I5] — 0.7749 versus 0.5673 — which further verifies the excellent
performance of updating the threshold 7 using the rule proposed in .

6. Summary and Conclusions. In this paper, we unveiled a linkage between
the PCMS model and the ROF model, which is important to build the connection
between image segmentation and image restoration problems. The built linkage the-
oretically validates our proposed novel segmentation methodology — pursuing image
segmentation by applying image restoration plus thresholding. This new segmenta-
tion methodology can circumvent the innate non-convex property of the PCMS model,
and thus improves the segmentation performance in both efficiency and effectiveness.
In particular, as a direct by-product of the built linkage, we proposed a segmenta-
tion method named T-ROF method. The convergence of this method has also been
proved. Elaborate experimental results were presented which all support the excellent
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Fic. 5.8. Conwvergence history of T of our T-ROF algorithm corresponding to iteration steps
in Examples 1-7. The vertical axis represents the absolute error of T in two consecutive iterations,
and the horizontal axis represents the iteration steps.

TABLE 5.4
Quantitative comparison for the retina test example in Fig. : AN, iteration (Ite.) steps,
CPU time in seconds, SA, and DICE score for individually segmented phases (phases Q9,1 and
Qo are the areas of the background, vessels on the right hand side with lower intensity and vessels
on the left hand side, respectively) . The iteration steps of our T-ROF method 35 (15) mean that
85 and 15 iterations are respectively executed to find u and T in Algorithm

Li [32] | Pock [35] | Yuan [39] | He [30] | Cai [15] | Our method

A 100 100 20 100 25 25
Tte. 100 150 300 100 75 35 (15)
Time 2.67 18.67 16.79 | 22.84 3.51 2.09

[ SA  ]0.7790 0.8462 0.8823 | 0.9116 | 0.9803 0.9929 |

DICEq, [ 0.8768 0.9080 0.9311 [ 0.9494 | 0.9891 0.9962
DICEq, | 0.0278 0.1487 0.1764 | 0.1435 | 0.5673 0.7749
DICEq, [ 0.5045 1.0000 1.0000 | 0.9999 [ 0.9996 0.9991

performance of the proposed T-ROF method in terms of segmentation quality and
computation time. For the future work, considering using other thresholding rules,
e.g. using the median instead of the mean in the T-ROF method, may be worthwhile.
Moreover, similar to the linkage built in this paper between the PCMC and ROF mod-
els, investigating the relationship between other models, such as those variants of the
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(a)

(f) He [30] (g) Cai [15] (h) Ours (Ite. 15)

F1G. 5.9. Retina image segmentation which contains extremely thin vessels (size 584 x 565 ).
(a): clean image; (b): noisy image; (c)—-(h): results of methods [32, [35, [39, [30, [I5] and our T-ROF
method, respectively.

PCMS and ROF models respectively in image segmentation and image restoration,
will also be of interest.

Appendix. The codebooks (m := {m;} ") computed by [§] and used for meth-
ods [35 [39] and our T-ROF method (as initializations) in Examples 1-7 are listed in
Table [6.1
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